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Abstract

A significant problem since the dawn of so-
cial media has been content moderation–most
notably the removal of threatening, violent,
harassing, or otherwise inappropriate content
posted by users. Historically, this has typi-
cally required large teams of human modera-
tors relying on user “reports” that flag content
for manual review. However, these methods
are both work-intensive and low-recall. This
problem is exacerbated on a social network
like Reddit, where each “subreddit” commu-
nity has a different set of rules and standards
regarding what is acceptable content. So even
a hypothetical automatic moderation tool that
performs perfectly on one subreddit might be
unhelpful on another. Deep learning, such as
CNNs and RNNs, has shown promise in auto-
matic comment flagging, and we plan to con-
tinue this work using newer models such as
RoBERTa. We propose a RoBERTa model
fine-tuned on a labeled dataset of flagged com-
ments from a specific subreddit to create an
automatic comment-flagging model specific to
the rules of a given subreddit.

1 Introduction

Social media has become a crucial platform in mod-
ern society for everything from sports to politics to
entertainment. For example, Jack Dorsey, founder
of Twitter, was quoted in (Rogers, 2013) describing
his site as having changed from “a what-I-had-for-
lunch medium” to “an event-following tool.” In
2018, a Pew Research Poll Shearer (2018) found
that social media now “surpasses print newspapers
as a news source for Americans.” However, one
rampant problem in the new digital frontier is con-
tent moderation: the decisions of what content will
be allowed on the site. As described by Cheng
et al. (2015), many users often use anonymous so-
cial media platforms to harass, bully, or exhibit
otherwise antisocial behavior. Such behavior can

even include “illegal content, copyright violations,
terrorism and extremist content, revenge porn, on-
line harassment, hate speech, and disinformation”
(Jhaver et al., 2019). As documented by Mahajan
et al. (2020), unchecked “cyberbullying” can have
drastic consequences on its victims, even culmi-
nating in suicide. While content moderation is a
three-pronged issue–ethical, legal, and technical–
in this paper we focus on the technical challenges
of enforcing established rules on a massive social
media platform.

One such social media site is Reddit, which con-
sists of topic-focused communities known as “sub-
reddits” ranging from /r/politics to /r/gaming to
/r/nba (American professional basketball). While
there are a small set of site-wide rules known
as “Reddiquette” that essentially boil down to
“be nice and don’t do anything too illegal,” dec-
laration and enforcement of community-specific
rules is left to the discretion of volunteer moder-
ators appointed by the founder of a subreddit or
previous moderators. In this experiment, we fo-
cus on /r/nba (https://www.reddit.com/r/nba),
as it is one of the largest communities on Red-
dit (over 3 million subscribers) and also poses
the unique challenge of community- and domain-
specific jargon. Not only do comments often ref-
erence previous incidents (“3-1” is a common ref-
erence to the Golden State Warriors’ embarrass-
ing Finals loss in 2016, and is often used to ma-
liciously troll their fans to this day), they also
include slang like “nephew,” a common insult
generally declaring the recipient to be immature,
young, and/or stupid (https://knowyourmeme.
com/memes/delete-this-nephew).

Content moderation on Reddit and many simi-
lar sites is a two-step process consisting of a ”re-
port” stage and a ”modqueue” stage. The report
stage consists of users flagging any content on
the site they believe is against the rules; this is
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in essence a high-recall/low-precision binary clas-
sifier. These reports are then sent to the ”mod-
queue,” where human moderators make final deci-
sions on whether or not the content should be re-
moved from the site (https://mods.reddithelp.
com/hc/en-us), acting as a higher precision binary
classifier. While the user reports are highly inaccu-
rate, as users are not as familiar with the rules and
can (ironically) report any content they don’t like
for petty or trolling reasons, the user report stage
is necessary to process the massive throughput of
activity on these communities. Our case study of
/r/nba, for example, has a team of more than 30
human moderators. Even so, user reports often fail
to capture large swaths of rule-breaking content,
which then build to higher, more disruptive levels
before they are finally flagged.

The primary built-in automation tool that Reddit
gives its moderators is known as Automoderator
(Automoderator, 2018), which at its most complex
allows custom regex queries (written by the mod-
erators) to flag unwanted content. Automodera-
tor acts primarily at the report stage but can also
be configured to automatically remove the content
in question, skipping the modqueue stage entirely.
The digital nature of these discussion boards makes
their moderation an excellent candidate for AI au-
tomation or supplementation, as modern machine
learning and deep learning techniques are far more
sophisticated than Automoderator’s existing tool-
box. The diverse nature of Reddit’s various subred-
dits also provides a challenging proving ground for
generalizable automated moderation techniques. In
this experiment, we propose a high-recall classifier
capable of supplementing Automoderator and user
reports to identify problematic content instantly as
it is posted.

Our main contributions are as follows: 1) ac-
cording to our research, this study is the first to
investigate fine-tuning RoBERTa for content mod-
eration on social media, and 2) our experimental
model achieves a recall of 100% at a precision
of 74% or a recall of 88% at a precision of 83%,
depending on the configuration. We conclude by
suggesting future work to enhance the performance
and usefulness of our model.

2 Related Work

Pavlopoulos et al. (2017) show the effects of using
word embeddings on CNNs and N-gram models,
finding that N-gram models perform considerably

worse than CNN models. In addition, they discuss
the effects of different input word representations
such as GloVe embeddings and word2vec for vari-
ous NLU tasks. In light of this, we used a BiLSTM
as our baseline so as to apply GloVe embeddings
to our work on content moderation.

Mahajan et al. (2020) talk about the effects and
approaches used to tackle increasingly common
abusive and inappropriate comments on social me-
dia. In order to classify whether a comment was
abusive, they ran Logistic Regression, Multinomial
Naive Bayes, Random Forest, Xg-boost, CNN, and
GRU models using preprocessing techniques such
as TF-IDF and GloVe Embeddings. They explain
that using GloVe Embeddings gave the most intu-
itive explanations for the predictions being made.
This again led us to use word embeddings such as
GloVe and Transformers embeddings in our mod-
els.

Dadvar et al. (2013) describe the importance of
including user contexts such as post history, pro-
file information, and user characteristics that tradi-
tional content moderation disregards. While these
features are important in content moderation, social
media, and in particular Reddit, typically have user-
driven self-moderation in the forms of likes/dislikes
and upvotes/downvotes that allow machine mod-
erators, like AutoModerator from Reddit, to ban
the user’s comments. While this disregards the sen-
timent behind individual posts, being banned by
AutoMod for having too many negative comments
gives a rough indication of the user’s post history.
As such, these features were not included in our
dataset for now because they are addressed through
other means. However, future work might pursue
doing so.

Davidson et al. (2017) explain the challenge of
determining the intent behind offensive language
and separating it against hate speech in general.
Davidson et al crowdsourced their dataset and pro-
duced a hate speech lexicon of tweets that were
labeled as either hate speech, offensive language,
or neither of them. Using Logistic Regression, they
found that their model misclassifies hate speech
40% of the time and suggests that the Logistic Re-
gression model was biased towards offensive lan-
guage. This challenge will be heavily prevalent in
our experiment, as two users discussing an incident
in which one NBA player calls another a slur is
vastly different than a user calling another user that
same slur.

https://mods.reddithelp.com/hc/en-us
https://mods.reddithelp.com/hc/en-us


Xu et al. (2019) propose an improved word rep-
resentation method in a BiLSTM model to capture
sentiment context behind comments. In addition,
Xu et al compared their sentiment analysis method
to other methods including RNN, CNN, LSTM,
and NB. They determined BiLSTM fully under-
stands underlying context information in comments
and can better represent the sentiment in user com-
ments. From this, we reinforced our decision to
use BiLSTM as a baseline model so that we can
compare our experimental model to one with un-
derstanding of context.

3 Data

Our data was scraped from the private modera-
tor logs of /r/nba, filtering specifically for com-
ments that were either removed or approved (as
opposed to posts or other moderator actions). All
comments were flagged for manual review by ei-
ther a user or Automoderator. The dataset consists
of the full text of 20,000 user comments (10,000
approvals and 10,000 removals), with the binary
labels “approvecomment” and “removecomment”
which were translated into 0 and 1, respectively.
The data along with baseline implementations can
be found in the public GitHub repository. 1

4 Methods

BiLSTM: We first implemented a baseline
model using BiLSTM. A BiLSTM uses two
LSTMs to learn each token of the sequence based
on both the past and the future context of the token.
One LSTM processes the sequence from left to
right, the other one from right to left. The forward
and backward context representations are concate-
nated into a long vector. Using GloVe embeddings,
we created 300-dimensional word vectors, where
only the top 50000 word embeddings were
used from GloVe. We chose 300-dimensional
embeddings because the performance is good
without taking too much time to train. After
minimal data preprocessing, we proceeded to the
next step of tokenization using Moses Tokenizer
from Sacremoses. For the BiLSTM, we loaded
the weights from the GloVe embeddings and set
the maximum sentence length to a static value
of 256. After performing hyperparameter tuning
on the LSTM classifier, we get an accuracy of
0.7466 on our validation set. The model is able to

1https://github.com/anushapatil5/
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classify the Reddit comments into approved and
removed comments reasonably well with minimal
preprocessing of the text data.

RoBERTa: For our experimental model, we
use RoBERTa-base (Liu et al., 2019) on the
labeled dataset. Using the embeddings from a
pretrained model from Transformers (Wolf et al.,
2020), we achieve a result showing how well
RoBERTa-base deals with identifying underlying
context behind user comments and correctly
identifying whether the comment should be
removed. To ensure the dataset was able to be
evaluated, the data was minimally preprocessed
by removing all tab delimiters in each comment,
allowing the program to read in and distinguish
user comments and labels. Since RoBERTa-base
was used, the labelled dataset was tokenized
using Transformers RobertTokenizer method.
This method uses a byte-level byte-pair encoding
to encode Reddit comments into compressed
subwords. The experiment was done was on the
following hyperparameter values and was ran on
five epochs: 1) batch sizes of [8, 16, 32, 64, 128],
2) max sequence lengths of [32, 64, 128, 256], and
3) learning rates of [1e-5, 5e-5, 1e-4, 5e-4, 1e-3,
5e-3].

5 Results & Analysis

Figure 1: Best F1 results for each batch size

As shown in Fig 1, our model achieves very high
recall values, even reaching 1.0 in some configura-
tions, while still reaching somewhat high precision
values of around 0.74 (or up to 0.83 in configura-
tions with lower recall). While the relatively lower
precision values mean that the model is not yet
intelligent enough to replace human moderating
at the ”modqueue” stage entirely, the high recall
values indicate that our model would perform ex-
tremely well at the ”report” stage of the process.
This would lead to more thoroughly enforced rules,
as moderators would have a much greater portion of
rule-breaking content brought to their attention. It
would also lead to quicker removal of illicit content,
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as the model could process all comments immedi-
ately upon posting instead of waiting for a user to
see it and decide to report.

It is notable that several of our results are identi-
cal. We believe one cause of this is that batch size
and sequence length are largely inconsequential
hyperparameters to this problem, as removed com-
ments are typically quite short. Tiny learning rate
values would then enable each model setup to reach
the same local minimum, at a granularity smaller
than that necessary to produce different output in
the validation set (which was rather small, at 2048
samples).

Figure 2: Comparison of best accuracy between base-
line and experimental models

Interestingly, our experimental RoBERTa model
does not show a very large improvement in accu-
racy over the baseline BiLSTM model, even though
RoBERTa is generally a much better performing
model on NLU tasks. We see two likely explana-
tions for this. First, that our performance may be
approaching a limit of human “accuracy” in label-
ing. Since our dataset came from real-world mod-
erator actions, it is likely that some moderators are
stricter than others even when enforcing the same
rules, thus leading to noisy labeling. Emotional re-
sponses by human moderators could also contribute
to inconsistent decisions, as discussed in (Jhaver
et al., 2019). Second, that our work has not taken
advantage of the full capabilities of RoBERTa such
as pretraining with unlabeled data to gain a more
accurate understanding of the platform’s domain-
specific jargon, as was done in SciBERT (Beltagy
et al., 2019).

6 Conclusion & Future Work

In this paper, we present an analysis on fine-tuning
RoBERTa with labeled comments from a specific
subreddit to create an automatic comment-flagging

model specific to the rules of that subreddit. While
our model is not yet capable of replacing human
moderators, its high recall values show that it is
already capable of being an excellent flagging sys-
tem. We suggest that future work should focus on
increasing the precision of the model so as to create
a fully self-contained moderation system capable of
synthesizing both stages into one. Our first sugges-
tion, to address the concern of inconsistent labeling,
is to have multiple human moderators vote on each
label so as to reduce noise around what is con-
sidered an approved comment or a rule-breaking
comment. Our second is to pursue pretraining of
RoBERTa as described above; this improvement
would be particularly useful on a platform like Red-
dit where each “subreddit” community has its own
unique jargon and rules; a model for use on a spe-
cific subreddit could be pretrained with text from
that subreddit (in addition to the fine-tuning on
comment removal) to create an even more intel-
ligent classifier for that subreddit’s content. We
also suggest that a similar subcommunity-centric
approach to natural language processing should be
explored on other social media platforms such as
twitter, where users do not have official communi-
ties like subreddits but nevertheless cluster unoffi-
cially into overlapping communities with their own
jargons and histories.
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